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769 

Figure 1. Network architecture and complementary foraging task structure. (A) The 770 
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network had three layers of neurons with a feed-forward connectivity scheme. Input from the 771 

“visual field” (7x7 subspace of 50x50 virtual environment) was simulated as a set of excitatory 772 

inputs to the input layer neurons representing the position of food particles in an egocentric 773 

reference frame relative to the virtual agent. Each hidden layer neuron received an excitatory 774 

synapse from 9 randomly selected input layer neurons. Excitatory synapses between input and 775 

hidden layer neurons were subject to unsupervised STDP, while those between hidden and 776 

output layer neurons were subject to rewarded STDP. Each output layer neuron received one 777 

excitatory and one inhibitory synapse from each hidden layer neuron. The most active neuron in 778 

the output layer (size 3x3) determined the direction of movement. (B) Mean performance (red 779 

line) and standard deviation (blue lines) over time: 100,000 aeons (1 aeon = 100 movement 780 

cycles) of unsupervised training (white), 50,000 aeons of Task 1 training (blue), and 10,000 781 

aeons of Task 1 (green) and Task 2 (yellow) testing. The y-axis represents the agent’s 782 

performance, or the probability of acquiring rewarded as opposed to punished particle patterns. 783 

The x-axis is time in aeons. Mean performance during testing on Task 1 was 0.70 ± 0.02 while 784 

Task 2 was 0.53 ± 0.02. (C) The same as shown in (B) except now for: 10,000 aeons of 785 

unsupervised training (white), 5000 aeons of Task 2 training (red), and 1,000 aeons of Task 1 786 

(green) and Task 2 (yellow) testing. Mean performance during testing on Task 1 was 0.51 ± 0.02 787 

while Task 2 was 0.71 ± 0.02. (D) Examples of trajectories through the environment at the 788 

beginning (left) and at the end (middle-left) of training on Task 1, with a zoom in on the 789 

trajectory at the end of training (middle-right), and the values of the task-relevant food particles 790 

(right). (E). The same as shown in (D) except now for Task 2.  791 

 792 
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793 

Figure 2. Receptive fields of output and hidden layer neurons determine the agent policy. 794 

(A) Left, Receptive field of the output layer neuron controlling movement to the upper-left 795 

direction following training on Task 1. This neuron can be seen to selectively respond to 796 

horizontal orientations in the upper-left quadrant of the visual field. Right, Schematic of 797 

connections between layers. (B) Examples of receptive fields of hidden layer neurons which 798 

synapse strongly onto the output neuron from (A) after training on Task 1. The majority of these 799 

neurons selectively respond to horizontal food particles in the upper-left quadrant of the visual 800 

field, with one neuron (middle-right) selectively responding to the presence of negative diagonal 801 

food particles in the bottom-right quadrant and the lack of negative diagonal food particles in the 802 

upper-left quadrant of the visual field. (C) The same as shown in (A) except following training 803 
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on Task 2. The upper-left decision neuron can be seen to selectively respond to vertical 804 

orientations in the upper-left quadrant of the visual field. (D) The same as shown in (B) except 805 

following training on Task 2. All of these neurons selectively respond to vertical food particles in 806 

the upper-left quadrant of the visual field. 807 

 808 
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817 

Figure 3. Sequential training on complementary tasks induces catastrophic forgetting 818 

which can be rescued by interleaved training. (A) Mean performance (red line) and standard 819 

deviation (blue lines) over time: 100,000 aeons of unsupervised training (white), 50,000 aeons of 820 

Task 1 training (blue), 10,000 aeons of Task 1 (green) and Task 2 (yellow) testing, 50,000 aeons 821 

of Task 2 training (red), 10,000 aeons of Task 1 (green) and Task 2 (yellow) testing, 50,000 822 

aeons of InterleavedT1,T2 training (purple), 10,000 aeons of Task 1 (green) and Task 2 (yellow) 823 

testing. (B) Mean and standard deviation of performance during testing on Task 1 (blue) and 824 

Task 2 (red) after each training period. Following Task 1 training, mean performance on Task 1 825 

was 0.69 ± 0.02 while Task 2 was 0.53 ± 0.02. Conversely, following Task 2 training, mean 826 

performance on Task 1 was 0.52 ± 0.02 while Task 2 was 0.69 ± 0.04. Following InterleavedT1,T2 827 
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training, mean performance on Task 1 was 0.65 ± 0.03 while Task 2 was 0.67 ± 0.04. (C) 828 

Distributions of task-relevant synaptic weights. The distributional structure of Task 1-relevant 829 

synapses following Task 1 training (top-left) is destroyed following Task 2 training (top-middle), 830 

but partially recovered following InterleavedT1,T2 training (top-right). Similarly, the distributional 831 

structure of Task 2-relevant synapses following Task 2 training (bottom-middle), which was not 832 

present following Task 1 training (bottom-left), was partially preserved following 833 

InterleavedT1,T2 training (bottom-right). (D) Box plots with mean (dashed green line) and median 834 

(dashed orange line) of the distance to the decision boundary found by an SVM trained to 835 

classify Task 1 and Task 2 synaptic weight matrices for Task 1, Task 2, and InterleavedT1,T2 836 

training across trials. Task 1 and Task 2 synaptic weight matrices had mean classification values 837 

of -0.069 and 0.069 respectively, while that of InterleavedT1,T2 training was 0.016. (E) Trajectory 838 

of H to O layer synaptic weights through PC space. Synaptic weights which evolved during 839 

InterleavedT1,T2 training (green dots) clustered in a location of PC space intermediary between 840 

the clusters of synaptic weights which evolved during training on Task 1 (red dots) and Task 2 841 

(blue dots). 842 

 843 
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844 

Figure 4. Periods of sleep interleaved with training on a new task can prevent catastrophic 845 

forgetting. (A) Task paradigm similar to that shown in (3A) but with 50,000 aeons of 846 

InterleavedS,T1 training (gray) instead of InterleavedT1,T2 training. Note that performance for Task 847 

2 remains high despite no Task 2 training during this period. (B) Mean and standard deviation of 848 

performance during testing on Task 1 (blue) and Task 2 (red) after each training period. 849 

Following Task 1 training, mean performance on Task 1 was 0.70 ± 0.02 while Task 2 was 0.53 850 

± 0.02. Conversely, following Task 2 training, mean performance on Task 1 was 0.52 ± 0.02 851 

while Task 2 was 0.69 ± 0.04. Following InterleavedS,T1 training, mean performance on Task 1 852 

was 0.69 ± 0.02 while Task 2 was 0.67 ± 0.03. (C) Distributions of task-relevant synaptic 853 

weights. The distributional structure of Task 1-relevant synapses following Task 1 training (top-854 
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left) is destroyed following Task 2 training (top-middle), but partially recovered following 855 

InterleavedS,T1 training (top-right). Similarly, the distributional structure of Task 2-relevant 856 

synapses following Task 2 training (bottom-middle), which was not present following Task 1 857 

training (bottom-left), was partially preserved following InterleavedS,T1 training (bottom-right). 858 

Task-relevant synapses were considered to be those which had a synaptic weight of at least 0.1 859 

following training on that task. (B) Box plots with mean (dashed green line) and median (dashed 860 

orange line) of the distance to the decision boundary found by an SVM trained to classify Task 1 861 

and Task 2 synaptic weight matrices for Task 1, Task 2, and InterleavedS,T1 training across trials. 862 

Task 1 and Task 2 synaptic weight matrices had mean classification values of -0.069 and 0.069 863 

respectively, while that of InterleavedS,T1 training was -0.0047. (C) Trajectory of H to O layer 864 

synaptic weights through PC space. Synaptic weights which evolved during InterleavedS,T1 865 

training (green dots) clustered in a location of PC space intermediary between the clusters of 866 

synaptic weights which evolved during training on Task 1 (red dots) and Task 2 (blue dots). 867 

 868 
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 869 

Figure 5. Receptive fields following interleaved Sleep and Task 1 training reveal how the 870 

network can multiplex the complementary tasks. (A) Left, Receptive field of the output layer 871 

neuron controlling movement to the upper-left direction following interleaved sleep and Task 1 872 

training. This neuron has a complex receptive field capable of responding to horizontal and 873 

vertical orientations in the upper-left quadrant of the visual field. Right, Schematic of the 874 

connectivity between layers. (B) Examples of receptive fields of hidden layer neurons which 875 

synapse strongly onto the output neuron from (A) after interleaved Sleep and Task 1 training. 876 
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The majority of these neurons selectively respond to horizontal food particles (left half) or 877 

vertical food particles (right half) in the upper-left quadrant of the visual field, promoting 878 

movement in that direction and acquisition of the rewarded patters. A few neurons (bottom-879 

middle-left/right) can be seen to selectively respond to the presence of positive/negative diagonal 880 

food particles in the bottom-right quadrant of the visual field. Activation of these neurons will 881 

promote avoidance movement to the upper-left direction away from the punished patterns. 882 

 883 

 884 

 885 
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887 

Figure 6. Periods of sleep allow learning Task 1 without interference with old Task 2 888 

through renormalization of task-relevant synapses. (A) Dynamics of all incoming synapses to 889 

a single output layer neuron during InterleavedS,T1 training shows the synapses separate into two 890 

clusters.(B) Number of synapses in the strong (red) and weak (blue) clusters during 891 

InterleavedS,T1. (C) Two-dimensional histograms illustrating synaptic weights dynamics. For 892 

each plot, the x-axis represents synaptic weight after Task 1 training and the y-axis represents the 893 

synaptic weight at a different point in time(Scale bar: brown - 50 synapses/bin, blue - 1 894 
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synapse/bin. One-dimensional projections along top and right sides show the global distribution 895 

of synapses at the time slices for a given plot. If no training occurred between the time slices, a 896 

diagonal plot depicts that synaptic weights have not changed (left). After a small amount of Task 897 

2 training, all points lie near the diagonal (middle) indicating minimal changes to synaptic 898 

weights. Once Task 2 is fully trained (right), many synapses move far away from their original 899 

values. In particular, a red cluster along the x-axis indicates synapses which were strong after 900 

Task 1 training but were erased after Task 2 training. (D) Same as (C) except the x-axis refers to 901 

the end of Task 2 training. Again, a diagonal plot is attained when no training takes place 902 

between the time slices (left), and points lie near the diagonal when only a small amount of 903 

InterleavedS,T1 training occurs (middle). After a full period of InterleavedS,T1 training (right), 904 

weak synapses were recruited to support Task 1 (red cluster along the y-axis) and many Task 2 905 

specific synapses remained moderately strong (blue cluster along x-axis).  906 

 907 

 908 

 909 
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910 

Figure 7. Periods of sleep push the network towards the intersection of Task 1 and Task 2 911 

specific solution manifolds. (A-C) Low-dimensional visualizations of the synaptic weight 912 

configurations of 10 networks obtained through kPCA for 3-dimensions (A), 2-dimensions using 913 

PC 1 and PC 3 (B), and 2-dimensions using PC 1 and PC 3 (C). Synaptic weight configurations 914 

taken from the last fifth of Task 1 (red dots), Task 2 (blue dots), InterleavedT1,T2 (green dots), and 915 

InterleavedS,T1/T2 (cyan dots) training are shown. PC 1 characterizes good performance on Task 1 916 

(positively valued) or Task 2 (negatively valued) training. PC 2 (PC 3) characterizes the 917 

variability in Task 1 (Task 2) training. Trajectories resulting from InterleavedT1,T2 and 918 

InterleavedS,T1/T2 training following Task 1 (Task 2) training are shown in red (blue). (D-F) 919 

Average (solid lines) and standard deviation (shaded regions) of the n-dimensional Euclidean 920 
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distances between the current synaptic weight configuration and MT1 (D), MT2 (E), and MT1∩T2 921 

(F) during Sequential (orange), InterleavedT1,T2 (purple), and InterleavedS,T1/T2 (black) training. 922 

Following Task 2 (D) or Task 1 (E) training, Sequential training on the opposite task causes the 923 

synaptic weight configuration to diverge from the initial solution manifold, while InterleavedT1,T2 924 

and InterleavedS,T1/T2 training do not. (F) InterleavedT1,T2 and InterleavedS,T1/T2 training cause the 925 

synaptic weight configuration to converge to MT1∩T2 while Sequential training avoids this 926 

intersection. (G) Authors’ interpretation of the task-specific point-sets shown in (A-C) as 927 

solution manifolds MT1 (red) and MT2 (blue). MT1 and MT2 can be thought of as two oppositely 928 

oriented elliptic paraboloids which intersect orthogonally near the origin (MT1∩T2; dark green). 929 

(H,I) Sequential training (pink arrow) causes the network to jump from one solution manifold to 930 

the other while avoiding MT1∩T2, while InterleavedS,T1/T2 training (light green arrow) keep the 931 

network close to the initial solution manifold as it converges towards MT1∩T2. 932 

 933 
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942 

Extended Data Figure 1. Interleaved training of two tasks and interleaving training new 943 

task with sleep both can integrate new tasks without catastrophic forgetting. (A). Mean 944 

performance (red line) and standard deviation (blue lines) over time: 100,000 aeons of 945 

unsupervised training (white), 50,000 aeons of Task 1 training (blue), 10,000 aeons of Task 1 946 

(green) and Task 2 (yellow) testing, 50,000 aeons of InterleavedT1,T2 training (pink), 10,000 947 

aeons of Task 1 (green) and Task 2 (yellow) testing. (B) Mean and standard deviation of 948 

performance during testing on Task 1 (blue) and Task 2 (red) after each training period. 949 

Following Task 1 training, mean performance on Task 1 was 0.69 ± 0.02 while Task 2 was 0.53 950 

± 0.02. Following InterleavedT1,T2 training, mean performance on Task 1 was 0.68 ± 0.03 while 951 

Task 2 was 0.64 ± 0.04. (C) Task paradigm similar to that shown in (A) but with 50,000 aeons of 952 

InterleavedS,T2 training (gray) instead of InterleavedT1,T2 training. (D) Mean and standard 953 

deviation of performance during testing on Task 1 (blue) and Task 2 (red) after each training 954 

period. Following Task 1 training, mean performance on Task 1 was 0.70 ± 0.02 while Task 2 955 
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was 0.53 ± 0.02. Following InterleavedS,T2 training, mean performance on Task 1 was 0.68 ± 956 

0.05 while Task 2 was 0.70 ± 0.03. 957 

 958 
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