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ARTICLE INFO ABSTRACT

Article history: A major challenge in sensory neuroscience is to elucidate the coding and processing of
Accepted 8 May 2013 stimulus representations in successive populations of neurons. Here we recorded the
Available online 18 May 2013 spiking activity of receptor neurons (RNs) and mitral/tufted cells (MCs) in the frog olfactory
Keywords: epithelium and olfactory bulb respectively, in response to four odorants applied at
Olfactory receptor neuron precisely controlled concentrations. We compared how RN responses are translated in
Mitral cell MCs. We examined the time course of the instantaneous firing frequency before and after

stimulation in neuron ensembles and the dependency on odorant concentration of the
number of action potentials fired in a preselected 5-s time window (dose-response curves)
in both single neurons and neuron ensembles. In RNs and MCs, the dose-response curves

Dose-response curve
Intensity coding

Population coding
typically increase then decrease and are well described by alpha functions. We established

the main quantitative properties of these curves, including the distributions of concentra-
tions at threshold and maximum responses. We showed that the main transformations
occurring in the transition from RNs to MCs is the lowering of the firing threshold and a
large decrease in the total number of spikes fired. We also found that the number of action
potentials fired by recorded neurons and hence their energy consumption is independent
of odorant concentration, and that this is a consequence of their time- and concentration-
dependent activities.
This article is part of a Special Issue entitled Neural Coding 2012.
© 2013 Elsevier B.V. All rights reserved.

1. Introduction vertebrate olfactory bulb and projection neurons (PNs) in
the insect antennal lobe; in the bulb/lobe the olfactory
In the olfactory system, odor stimuli are detected by different information is processed by a complex neural network invol-

odorant receptors (ORs) borne by thousands first-order neu-  ving local and centrifugal neurons (Buck, 1996; Rospars, 1988;
rons (olfactory receptor neurons RNs) that send signals to ~ Shepherd et al, 2004). To elucidate how the olfactory
fewer second-order neurons—mitral cells (MCs) in the signal message conveyed by RNs is transformed in the
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output carried by MCs/PNs is essential for a proper under-
standing of olfactory processing and the properties of odor
perception (Duchamp-Viret et al., 2003; Chaput et al., 2012).
Moreover, this transformation is likely representative of the
strategy used in cortical preprocessing (Niessing and
Friedrich, 2010).

All early sensory systems possess four basic properties.
First, single sensory neurons fire action potential at a rate
that increases with stimulus intensity (Adrian, 1950). Second,
they best process their natural stimuli that occur most
frequently (efficient coding; Laughlin, 1981; Simoncelli and
Olshausen, 2001). In particular, the latter property predicts
the first one and indicates that the sigmoid response curve to
a stimulus reflects the cumulative distribution of its inten-
sities in nature. Third, energy consumption is a strong
constraint because neural processing is metabolically expen-
sive (Levy and Baxter, 1996; Lennie, 2003; Niven and Laughlin,
2008), which might favor codes using as few spikes as
possible (Barlow, 1969; Olshausen and Field, 2004). Fourth,
any specific feature of the world is encoded in the concerted
activity of many neurons so that neural coding can be fully
understood only at the neuron population level (Pouget et al.,
2003; Kass et al., 2005).

The olfactory system clearly possesses the first and last
properties. The successive neural layers of the system display
population coding (Friedrich and Stopfer, 2001; Ito et al., 2009;
Laurent, 2002; Lledo and Lagier, 2006; Shepherd et al., 2004;
Wilson and Mainen, 2006) and each ORN obeys Adrian's law
in a specific manner. It is known that the responses to
monomolecular odors across RNs are highly variable in
threshold, dynamic range and maximum rate (de Bruyne
et al., 2001; Ito et al., 2009; Miinch et al., 2013; Rospars et al,,
2003, 2008), even in ORNs expressing the same OR
(Grosmaitre et al., 2006). Is it also true for MCs? To address
this question, we compared the properties of single RNs and
MCs in response to stimulations differing in quality (across
four odorants) and intensity (across odorant concentrations
varying over six orders of magnitudes). We examined two
complementary features: the firing rate of individual neurons
in order to describe the time course of the responses and the
number of spikes fired during a specified time (2 s) to analyze
their dependency on stimulus concentration. We found that
both RNs and MCs obey the same quantitative rules in their
average responses and their variability. The MCs fire less
odorant-evoked spikes but more spontaneous spikes than
RNs. Although their dynamic ranges are similar in width, the
thresholds of MCs are shifted toward lower concentration
with respects to those of RNs. Like in RNs, all response
properties (maximum number of spikes fired, threshold,
dynamic range) of MCs are extremely variable so that both
display the “page-filling” property previously described for
RNs (Rospars et al., 2003).

However, the status of the other two properties is less
clear. Studies of efficient olfactory coding in insects, whose
olfactory system has the same functional architecture as in
vertebrates (Hildebrand and Shepherd, 1997), concluded that
ORNs are relatively inefficient at quality coding (Abbott and
Luo, 2007; Bhandawat et al., 2007) and efficient at intensity
coding (Kostal et al., 2008). Energy consumption has been
modeled in mammalian glomeruli (Nawroth et al., 2007) but

not at the population level, so the problem of global energy
consumption remains open. In particular, it is not known to
what extent the four properties are compatible with one
another. The first two properties seem in good agreement.
In conjunction with the fourth one, they lead to predict that a
neuron population should fire more spikes for strong than for
weak stimuli. However, this may conflict with the third (spike
saving) property. To address this issue we investigated the
global properties of ensembles of RNs and MCs. We found
that the number of action potentials encoding the same
olfactory information in such ensembles is considerably
smaller in MCs than in RNs in accordance with Barlow’s
(1969) prediction. We found also that, in both ensembles
stimulated at various concentrations, the maximum rate and
the total number of spikes fired in a long enough time period
(2s or more) are nearly constant, independent of odorant
concentration. We show that this a priori surprising concen-
tration-independence, previously observed also in insects
(Stopfer et al., 2003), does not contradict Adrian's law for
single neurons. However, we suggest that it is a property of
the ensemble of recorded neurons and not of the whole
system. Actually, the number of active neurons and conse-
quently the total activity are expected to increase with
concentration which solves an apparent paradox.

2. Results

The unit activity of two connected populations of neurons,
receptor neurons (RNs) of the ventral olfactory epithelium
and mitral cells (MCs) of the olfactory bulb, were studied
before and after stimulation with four odorants (anisole,
camphor, isoamyl acetate and limonene) on the whole range
of concentrations to which these neurons were sensitive
(Fig. 1). The number of records retained in each category
were 550 (RNs) and 785 (MCs) with similar number of records
per odorant in the range 276-311 (Table 2). In the first section,
the time-evolution of the overall firing rate is examined
before, during and after stimulation. In the second section,
the effects of odorant concentration are analyzed across
neurons at the single-cell level; whereas, in the third section
it is analyzed on pooled neurons across concentrations.

2.1. Time dependency of the firing rates in neuron
ensembles

We investigated first the time-dependency of neural activity.
To this end, the instantaneous firing rates were estimated by
convolving the spikes with a Gaussian kernel before and after
stimulation with all odorants and concentrations pooled
together (Fig. 2A).

Before stimulation, the activity was constant in both RNs
and MCs. The spontaneous firing rate during the 30 s preced-
ing the stimulus, determined as the total number of action
potentials (APs) divided by the duration of spontaneous
activity, was significantly lower in RNs (0.45 AP/s) than in
MC neurons (0.55 AP/s). As shown by t-test, RNs and MCs
were significantly different (p<0.001). Cumulative spike
counts (Fig. 2B) confirmed the stationarity of spontaneous
activity and its lower rate in RNs, which is more apparent
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Fig. 1 - Examples of spontaneous and evoked activities in a set of records for a receptor neurons (RN #261, left column A, C, and
E), a mitral cell (MC #743, right column B, D, and F), stimulated with ISO and LIM respectively. Top row (A and B): Each horizontal
line shows the spike train recorded during 1 min. The thick bar on the time axis indicates the 2-s odor stimulation at
concentration indicated on the left side (in log mole/L). Middle row (C and D) Kernel (¢=200 ms) estimated firing rate of
summated activity based on the set of records from the top row. It is equivalent to take the mean of the estimated firing rates of
each trial or to estimate the firing rate of the spike train resulting from the summation of the individual trials and dividing by
the number of the trials. Bottom row (E and F) Cumulative spike count normalized with respect to the number of records in the
record set, indicating that the average numbers of spikes fired per record in the time window displayed were ca. 20 (RN) and
45 (MCQ).

Table 1 - Sample of odorants used.

Abb.? CAS number® Name Formula P (mmHg)° Mga: (mole/L)? Gt

CAM 76-22-2 Camphor C10H160 0.17 1.10 x 107° —4.95
LIM 138-86-3 Limonene CaglEl 1.70 1.10 x 107 -3.96
ANI 100-66-3 Anisole C,HgO 3.06 1.98 x 107™* -3.70
ISO 123-92-2 Isoamyl acetate C;H140, 3.77 2.44x107* -3.61

@ Abbreviated names used in this paper.

® Chemical abstract numbers.

¢ Saturating vapor pressures at T=295 K.

4 Mo molarity of saturating vapor, Mg,.=P/RT with R=62.364 L mm Hg K~ mol~*.
N Csat= logloMsat,
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Table 2 - Sizes of the samples studied.

Samples Category® Odorants® Total
ANI CAM ISO LIM

Animals RN 6 7 2 21
MC 7 15 7 2 31

Neurons RN 19 9 3 40
MC 11 25 12 6 54

Record sets® RN 19 16 21 16 72
MC 11 27 23 16 77

Records® RN 158 95 146 151 550
MC 118 274 232 160 784

& RNs (receptor neurons) and MCs (mitral cells).

 ANI (anisole), CAM (camphor), ISO (isoamyl acetate), LIM (limonene).

¢ A set of records with the same odorant applied to the same neuron at different concentrations.
4 A ca. 1 min continuous recording before and after a single 2-s odorant stimulation.
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Fig. 2 - Temporal response curves of the two neuron
categories, RNs (blue lines) and MCs (red lines), for all
odorants and concentrations pooled together. (A) Kernel-
estimated firing rate from —30 to 30 s with =200 ms. (B)
Cumulative spike counts divided by the number of records
showing both spontaneous and evoked activity. In both
panels, the pre-stimulus curves are linear which indicates
stationarity. The 2-s stimulation period (black box) triggers a
peak in A and an abrupt change of the slope in B. The post-
stimulus activity returns to its pre-stimulus value after less
than 5 s for RNs but later for MCs, which is in agreement with
the long lasting effect of ANI and LIM shown in Fig. 3B and D.

here because the small difference cumulates linearly over
time with different slopes corresponding to different
firing rates.

After stimulation, in both categories, the pooled activity
increased with time, reached a maximum then declined in a
more or less complex manner (Fig. 2A). The rate functions had a
similar shape in both categories with a fast increase and a
slower decrease. However, their values were again different.
The post-stimulus peak of the firing rate was practically double,
both in height and mid-height duration, in RNs than in MCs.

We repeated the same analysis for each odorant separately
over all concentrations. In both RNs and MCs the maximum
firing rate depended on the odorant and was highest for CAM
and lowest for ISO. Also, in RNs and MCs stimulated with CAM
and ISO the firing rate returned to its spontaneous level ca. 5 s
after the onset of the stimulus but in MCs stimulated by ANI
and LIM the return was complete only after ~20 s (Fig. 3).

2.2.  Concentration dependence of spike counts
in single neurons

Next, we examined how the activity of single neurons changed
with odorant concentration. In RNs (Fig. 4A and B), the pattern of
spikes fired after stimulation changes with the applied dose and
we showed previously (Rospars et al., 2003) that several aspects
of their responses — their latency, their duration, the number of
spikes they include, and their firing frequency - depend on the
dose. The MC responses (Fig. 4E and F) have apparently similar
properties. To clarify these dose-dependent features and to
compare them in RNs and MCs, we focus here on two of these
aspects—the number of spikes and the firing frequency.

The height of the post-stimulus peak of the firing rate
defined by the Gaussian kernel is a natural candidate for this
analysis. We found that, for a given RN record set (that is a set
of records from the same neuron to which the same odorant
was applied at different concentrations), these peaks follow a
sigmoid function of dose C (decimal logarithm of concentra-
tion) which, in most cases, can be described by a Hill function
(not shown). However, the peak responses of single MCs are
less easy to identify, especially at low concentration, because
they can be confounded with spontaneous bursts. In order to
avoid these uncertainties, we counted the number of spikes
fired during 5s after the onset of stimulation for each
neuron-odorant-dose combination tested. This time window
was decided based on the time course found above. A
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Fig. 3 - Temporal response curves analyzed per odorant with all concentrations pooled together. (A) Firing rate for RNs, (B) firing
rate for MCs, and (C and D) cumulative spike counts for RNs (C) and MCs (D). In A and B, kernel is =200 ms. Note the significant
post-stimulus activity in MCs for ANI and LIM odorants in B and D. Thick line: 2-s stimulation period.

window shorter than 5s would have not included all the
spikes in the response and a window longer than 5s would
have included spikes belonging either to spontaneous activity
or to an intermediate state in MCs stimulated by ANI and LIM.
In both cases the counts would not reflect optimally the
neuron response, whereas the 5-s time window includes all
(or most of) action potentials fired between stimulus onset
and full return to spontaneous activity.

The changes in the responses, in dependence on odorant
doses, were investigated in 72 RN and 77 MC record sets. For
each record set, the numbers of spikes N fired 5 s after stimulus
onset were plotted as a function of dose C. Examples of dose—
response plots are shown in Fig. 4C, D, G, and H. Typically, the
plots are bell-shaped. N remains close to spontaneous activity
at low doses (on average 2.5+0.25APs) until a threshold is
reached, then rises quickly to a maximum within a short range
of doses and finally returns slowly to spontaneous activity at
high doses. However, for several record sets only the initial
rising phase or, more rarely, the final falling phase were
observed. In a few cases (2 for RNs and 8 for MCs) none of the
phases could be discerned, the responses being seemingly
independent of the dose or abnormally dispersed. These
atypical record sets were removed from the samples.

To investigate the remaining plots we searched out a
mathematical function linking N to C. The alpha function (Eq.
(1) in Section 4) was found to give a reliable and easily
interpretable description of the experimental points. Three
parameters were determined for each record set—the threshold
Co, the maximum Ny; and the dose Cy at which it is reached.
These three parameters provide a complete description of the
curves fitted to the experimental points. Examples of fittings are

shown in Fig. 4. An intrinsic property of alpha functions is that
the range of doses over which the curve increases (from C, to
Cy) is ~5 times shorter than the range over which it decreases
(say from Cy to dose Cs corresponding to 10% Ny, see Eq. (2)).
A remarkable property of N(C) curves is their diversity as no
two curves are identical. Together they tend to cover the whole
range of odorant doses (from about —10 in RNs and —11log M in
MCs to Cg) and the whole range of spike counts (from 0 to
~20 APs in RNs and to ~10 APs in MCs). This diversity can be
precisely described by the distributions of the three parameters
of the fitted alpha functions. In both RNs and MCs, we found that
threshold C, follows a Gaussian distribution, and that Cy—Cy and
Ny follow lognormal distribution. This can be readily appreciated
in Fig. 5 that shows the cumulative distributions of the para-
meters. It shows also that the distributions are significantly
different in RNs and MCs. The threshold C, and the dose at
maximum Cy are smaller by one log unit in MCs than in RNs,
indicating that MCs are 10 times more sensitive than RNs. Also,
the maximum count Ny is twice smaller in MCs than in RNs,
indicating that the MCs are much less active in general than RNs.

2.3. Concentration independence of firing rates and spike
counts in neuron ensembles

In the previous section responses in different record sets
were studied separately. However, these analyses as sum-
marized in Figs. 4 and 5 do not take into account the effect of
different concentrations on global spiking activity of whole
neuron ensembles. To see this effect, we followed a different
approach where the responses in different classes of doses
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Fig. 4 - Dose-response plots for spike counts during 5 s N(C) and fittings with alpha functions. (A) Record set RN #261 stimulated
with ISO at 8 doses. Thick line: 2-s stimulation period. Vertical dashed lines: beginning and end of 5-s counting period. (B)
Record set RN #521 stimulated with ANI at 10 doses (8 are shown). Same representation as in A. (C) Plot N(C) corresponding to A
with fitted alpha function. (D) Plot N(C) corresponding to B. (E-H) Two examples of MCs, #743 stimulated with LIM at 8 doses
(E and G) and #761 stimulated with ISO at 7 doses. Same representations as in A-D. (I) Page-filling property of RNs with all fitted
alpha curves shown; dotted lines for part of curves beyond the last recorded response; curves colored as in Fig. 3 (red for ANI,
etc.). (J) Page-filling property of MCs; same representation as in I.
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were studied separately employing, as in the previous sec-
tion, firing rates and spike counts.

For establishing time-dependent properties we divided the
available data in eight classes of doses with similar numbers
of stimulations per class, from class 1 (lowest) to 8 (highest),
with all odorants pooled together, and determined the firing
rates (Fig. 6A and B). In RNs, the time courses were practically
the same in all classes. However, in MCs, the time to response
onset and the time to the peak of the firing rate decreased
with increasing concentration. Remarkably, the heights of the
peak following the stimulations were not related to the
concentration (Fig. 6C and D) contrary to what is observed
in single RNs (e.g. Rospars et al., 2003).

Next, to confirm this unexpected behavior we used spike
counts within a 5-s time window. We divided the whole
range of doses in seven equal classes (bin width 1 log M each).
In each class, the individual counts were summarized as their

median and interquartile range (IQR, which contains 50% of
the data). Plots of these numbers as a function of odorant
dose, after pooling the odorants together (Fig. 7A), show that
the total activity does not change systematically with dose, as
the slopes of the regression lines of counts on concentration
for RNs and MCs are not significantly different from zero. This
indicates that the total number of action potentials fired per
recorded neuron in response to an odorant is practically
independent of its concentration. Similar plots for different
time windows (2 and 15 s not shown, 30 s shown in Fig. 7B)
and per odorant (not shown) revealed the same robust
independence on concentration (for MCs at 30 s the slope is
even negative and significantly different from zero).

We reasoned that the observed dose invariance was the
consequence of two features of the N(C) curves as described
by alpha function (see Eq. (1)): the diversity of their thresholds
and the decreasing number of spikes fired at high doses. To
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significantly different from zero (t-test, p=0.55).

check this hypothesis, first, we replaced the experimental
points with their fitted alpha functions (70 for RNs and 69 for
MCs). We determined the numbers of spikes fired by the two
categories and summarized them as the median and IQR in
each of the seven classes. Again, the results were almost
independent of the dose (Fig. 7C and D). Second, we went one
step further and developed a model of the neuron popula-
tions. For these simulations, the parameters (Co, C\—Co and
Ny of alpha functions were drawn independently at random
according to the statistical distributions defined previously in
Fig. 5. Owing to the large number of random drawings (5000)
it was possible to analyze the results with narrower dose
classes (length 0.25logM each) than in the actual experi-
ments. The results obtained are consistent with a constant or
slowly decreasing activity per recorded neuron (Fig. 7E and F).

3. Discussion
3.1.  Frequency coding

When stimulated many characteristics of the spike train fired
by a neuron, whether of first- (RN) or second-order (MC) are

modified. Typically RNs and MCs respond to odorant stimula-
tion with a sudden increase of their firing rate followed by a
decrease. It is thus possible, at least in principle, to define the
starting and ending time of the response and consequently
its duration, the number of spikes it includes, the firing
frequency (for example the maximum instantaneous fre-
quency) and the response latency (from stimulus onset to
response onset) (Rospars et al., 2003). However, this method
can present difficulties when the odorant dose applied and
the corresponding response are weak. This is especially the
case in frog MCs for which the spontaneous activity is higher
than in RNs (Rospars et al., 1994) and the responses twice
lower (the present work), so compounding the sources of
noise. Because it proved difficult to define reliably “respond-
ing spikes” in MCs we turned to the less demanding spike
count method. A significant advantage of using spike counts
in a fixed time window is to minimize the effect of erroneous
determination of the starting and ending time of the
response in each trial and to increase the number of usable
recordings. Although, the price to pay for this robustness is
obvious (a single count versus at least four characteristics) it
seems appropriate for establishing the general properties of
the two neuron populations.
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Fig. 7 - Dose-invariant plots of the two neuron categories RNs (blue lines) and MCs (red) for all odorants pooled together.

(A) Concentration axis divided in seven classes of 1log M width. Responses quantified as spike counts N per record during 5 s
after stimulus onset. The spike counts in each class (records with N=0 were not included) are represented by their median and
interquartile range (vertical bar); both are practically independent from concentration. The regression lines (not shown) are
N=11.99-0.22C for RNs and N=6.59-0.083C for MCs. The slopes are not significantly different from zero (t-test, p=0.38 for RNs
and p=0.55 for MCs). (B) Same representation as A for spike counts during 30 s after stimulus onset. For RNs the regression line
is N=28.38-1.75C; the slope is significantly different from zero (p <10~%) indicating that counts even decrease with
concentrations. For MCs, N=19.86—0.091C; the slope is not significantly different from zero (p=0.820). (C) Comparison for RNs of
the median spike counts during 5 s for experimental values N (same as in A), for the 70 alpha functions fitted to the
experimental points (see Fig. 4) and for a model simulating 5000 alpha functions based on the distributions of the parameters
Nu, Co and Cy—C, (see Fig. 5) with classes of 0.25 log M width. (D) Same representation as C for MCs. (E) Number n of
experimentally tested doses (or spike counts) for RNs either with N=0 included (dotted) or not (solid). (F) Same representation as
E for MCs.
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So, in practice, even such a simple concept as the firing
rate of a response is not easy to define and manipulate. This
is the reason why we used two complementary character-
istics: spike count in preselected time windows and Gaussian
kernel estimates of the instantaneous firing frequency.
Instantaneous frequency, because it shows how the firing
rate changes with time, is richer but more difficult to evaluate
and more sensitive to the amount of experimental data
available; it appeared invaluable for the analysis of neuron
ensembles (Section 2). Spike counts, although they depend on
the selection of the time window and are insensitive to
sudden fluctuations of the firing rate, proved the most
suitable to analyze single neuron responses (Section 3).

3.2.  Time dependency of firing frequency

For all tested concentrations pooled together, the rate func-
tions of the two neuron categories present two clear distin-
guishing features. First, the peak of firing rate in MCs is ~60%
of that in RNs and returns more quickly to spontaneous
activity (see Fig. 2) which is higher in MCs (~20%) than in RNs.
The peak response is also reached ~50% earlier in MCs than
in RNs (Fig. 2). Second, the falling phase, which follows the
initial peak, and the rising phase is nearly symmetrical to the
rising phase in RNs for all odorants, but asymmetrical in MCs
neurons for some odorants because of a long lasting excita-
tion (Fig. 3). So, in both cases, the falling phase continues well
after the stimulus offset (Duchamp-Viret et al., 1990; Mazor
and Laurent, 2005; Namiki and Kanzaki, 2011).

The first property indicates that MCs are less active than
RNs at the same concentration: they utilize less action
potentials and consequently less energy for coding the same
stimuli (see below). The second property implies that the
falling phase of a MC is shaped by their intrinsic properties or
the synaptic activity of the surrounding neurons in the
olfactory bulb network, particularly the inhibitory synapses.

It is also worth noting that the maximum firing rate of
first- and second-order olfactory neurons is much smaller in
vertebrates (13-50 AP/s in RNs, Rospars et al., 2003, 2008;
~20 AP/s in MCs, Duchamp-Viret and Duchamp, 1997; this
work) than in insects (100-300 AP/s in RNs, 50-250 AP/s in
PNs, e.g. Bhandawat et al., 2007; Ito et al., 2009). These large
differences remain to be interpreted.

3.3.  Dose dependency of spike counts in single neurons

The number of spikes fired in a fixed 5-s post-stimulus time
window was found in most neurons to depend non-
monotonically on the dose with a well defined threshold, a
fast rise and a slower decline. This curve was found to be
reasonably well described by an alpha function, which is one
of the simplest functions with this overall behavior. We are
not aware of any physiological model predicting this beha-
vior, so this description is purely empirical at the present
time. However it is in good agreement with our previous
finding that the number of spikes in the “response window” is
an alpha function of the dose in RNs (Rospars et al., 2003).
This good agreement could be expected on the conditions
that (i) the 5-s fixed window includes the peak response, and
(ii) the number of spikes fired after the response returns to

the spontaneous activity observed before the response and is
practically negligible with respect to the evoked activity.

The present results confirm what we found previously for
the evoked number of spikes in RNs, that is the alpha dose-
dependency, the page-filling property, the lognormal distri-
bution of the maxima Ny of the alpha functions and of the
range Cy—Co. Two of these properties - the diversity of firing
thresholds and the decrease in the number of spikes at higher
concentrations - have been observed also in an insect (Ito
et al., 2009). However, with more data points available, the
distribution of C, was here corrected; it is not uniform but
more likely Gaussian. The distributions shown in Fig. 5 must
not be overinterpreted. The values of the parameters for the
incompletely observed curves — those with only rising of
falling phases visible — permit to give a proposed description
of the N(C) curves in the experimentally studied range of
doses but, contrary to the complete curves, it cannot be
ascertained that their estimated threshold Cy is really the
threshold of the neuron for the odorant tested.

The results on RNs were here extended to MCs. We
showed that the N(C) curves of MCs are also alpha functions
of dose C and that the distributions of their parameters are
qualitatively the same for MCs as for RNs. However, the
characteristics of the distributions are different for RNs and
MCs. The MC curves are shifted to the left on the dose axis by
~1.4 log M with respect to RN curves, as shown by Co and Cy,
which means that they are ~25 times more sensitive. The
increase in sensitivity can be readily interpreted as resulting
from the convergence of many RNs on each MC (Van
Drongelen et al., 1978; Duchamp-Viret et al., 1989; Byrd and
Burd, 1991; Rospars and Fort, 1994). The maximum number of
spikes fired are twice smaller in MCs than in RNs (exp(2.8340)/
exp(2.1287)=2, see Figs. 2 and 5). The dynamic ranges Cy — Co
are only ~10% wider in MCs than in RNs. The same striking
page-filling property observed in RNs (Rospars et al., 2003)
was now extended to MCs. So, the only conspicuous change
of the MC responses with respect to the RN responses is an
increase in sensitivity without obvious changes of the almost
uniform and dense coverage of the C-N space.

As intensity encoder the number of spikes fired presents
two drawbacks: it increases from threshold to peak on a short
dynamic range Cy—Co and it is ambiguous as it takes the same
value at two different concentrations. This later property
stands in contrast with latency and peak instantaneous
frequency that both evolves monotonically with increasing
doses (Rospars et al., 2003). So, individual neurons can obtain
an unambiguous measure of the dose based on L and F while
N can extend their dynamic range if the overall range AC is
taken into account. Although it is doubtful these properties
are directly used to code odorant concentration it can be
argued that they play an indirect role as discussed in the next
subsection.

As seen above, MCs are intrinsically less active than ORNs
at the same concentration: they need less action potentials
and consequently less energy for coding the same stimuli.
This single-neuron effect is compounded with the conver-
gence of many RNs per MC (from 34:1 to 200:1 depending on
MCs, Jiang and Holley, 1992; Duchamp-Viret and Duchamp,
1997), and is likely not compensated by the fact that MCs are
less finely tuned to odors than RNs. Overall, for the same
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stimulation, it may be expected that the total number of
spikes fired in the MC population is lower than that in the RN
population. This is in accordance with Barlow's (Barlow, 1969)
“economy of impulses” which expresses the tendency for
successive neural layers to use lower and lower levels of cell
firings to produce equivalent encodings.

3.4. Dose-invariant coding in neuron ensembles

We have found a near constancy of the maximum firing rate
(Fig. 6) and of the median number of spikes fired in a given
time window (Fig. 7) at different concentrations. The same
property was observed previously in a sample of PNs (analog
to MCs) in a locust when stimulated by different odorants at
different concentrations (Stopfer et al., 2003).

In the frog, this property results from the different thresh-
olds of the neurons and the specific pattern of spikes at
different doses described above (with rise and fall). It is
intuitive that these two properties can compensate one
another and maintain more or less constant the total number
of spikes fired all along the dose axis. We verified this
expectation with models taking into account the Gaussian
distribution of the thresholds and the alpha dependence of N
on dose in each neuron.

This means that the energy E consumed per “typical”
(median) recorded neuron is nearly constant, independent of
the odorant concentration. Is it possible to go further and to
interpret these results in terms of population coding and
global energy consumption? Besides efficient information
processing, energy consumption is a strong constraint
because neural tissues are metabolically expensive, which
might favor spike-saving codes (Aiello and Wheeler, 1995;
Sokoloff, 1989 and references given in Section 1).

First of all it must be realized that the neurons (RNs or
MCs) that never responded to any of the odorants at any
concentration were not taken into account. Therefore, the
reference ensemble P is the subset of neurons (RN or MC) that
could respond to the tested odorants (the responding neu-
rons). It is known by other experiments that neurons exist
that do not respond to any of these odorants. What propor-
tion of the complete population the responding ensemble
P represents is outside the scope of this paper.

Now, two extreme assumptions can be made with respect
to ensemble P:

(1) The first assumption is to consider that the neurons of P
were recorded at random, that is with uniform sampling
of the tested doses C, with no preference for mid-range
doses for example. Then the samples studied would be
representative of the ensemble and the constancy of the
spike counts would be an intrinsic property of P. Under
this assumption the number of neurons of P able to
respond is the same at any dose, let's say K. As a result,
the energy consumed by the ensemble is constant (K x E)
at any dose.

(2) The opposite assumption is to consider that the concen-
trations tested were not randomly selected but reflected
the number n of neurons that were able to respond at a
given dose. Then the number n of neurons tested would

vary with C. In this extreme case, the energy consumed by
the ensemble is (n x E) and therefore varies with the dose
like n.

Assumption (1) can be rejected for two reasons. First, there
was no attempt to sample uniformly the dose axis. On the
contrary the experimental protocol aimed at deciding
whether a recorded neuron (usually with spontaneous activ-
ity) was responding strongly enough to at least one of the
odorants at relatively high dose to justify further investiga-
tions; in this case (and only in this case) the threshold was
estimated and then a series of increasing doses was applied.
The doses tested were thus decided by the sensitivity of the
neuron in order to maximize the number of usable responses.
Second, it can be shown a posteriori that the number n of
stimulations (and corresponding recordings) increases almost
linearly with the dose then declines at high doses (see Fig. 7E
and D). If the sampling was uniform, n would be constant
(n=K). In conclusion, assumption (2) is likely closer to reality.

According to this assumption and knowing that E is
constant, the total energy consumed by ensemble P should
be proportional to n and so increase from Cp;n (ca. 107 M for
RNs, and 107** M for MCs) to Cpax (ca. 107 M in RNs and 107>
M in MCs). The subsequent decline from Cpax to Csoe may be a
sampling effect because stimulations at very high doses were
avoided as strongly stimulated neurons take a long time to
return to their resting state. The initial increase is in agree-
ment with experimental observations with calcium imaging
showing that when concentration increases not only the
activity of RNs converging onto a glomerulus increases but
also additional glomeruli are activated (Oka et al., 2006;
Nawroth et al.,, 2007; Carey et al., 2009; Miinch et al., 2013;
see also Fletcher et al. 2009).

In summary, the properties studied here of RNs and MCs
are remarkably similar. The main transformation occurring in
the olfactory-bulb synaptic network is an increase in sensi-
tivity of MCs with respect to RNs and a probable decrease in
the total number of action potentials required to encode the
olfactory message. Surprisingly, the total number of action
potentials fired by recorded neurons, and hence their energy
consumption, is constant (independent of concentration). How-
ever the number of active neuron is likely concentration-
dependent so that the total energy consumption may be
expected to be also concentration-dependent.

4. Experimental procedures
4.1.  Animal preparation

The experiments were carried out on frogs (Rana ridibunda)
in accordance with the European Communities Council
Directive for the care and use of laboratory animals. Animals
were locally anesthetized with xylocaine (lidocaine 2%)
and immobilized by a subcutaneous injection of 0.1ml of
d-tubocurarine (0.2%). They were wrapped in wet gauze to
preserve skin respiration and kept at constant temperature
(13 °C) throughout the experiments (Duchamp et al., 1974).
The mucosa was dissected on a single side. A lateral
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rectangular incision was made from the nostril to the base of
the orbit in an area devoid of sensory epithelium; thus, the
totality of the olfactory epithelium was preserved. The
ipsilateral olfactory bulb was uncovered by perforating the
cranial wall and the meninges were dissected. A constant
flow of moistened pure air was continuously flowed on the
preparation.

4.2. Stimulation and electrophysiological recordings

Activities of neurons of the epithelium and bulb were
recorded with extracellular glass microelectrodes filled with
an alloy of Wood's metal (80%) and indium (20%) (Gesteland
et al.,, 1959). Their impedance was adjusted between 1 and
4 M at 1 kHz by electrolytical plating of the tip in a solution of
platinum tetrachloride (diameter at the tip ~2um). The
common electrode was an Ag/AgCl plate placed into the
frog's mouth. Signals were amplified (bandwidth, 0.3-3 kHz;
input impedance, 500 MQ).

The ORNs were recorded in all regions of the ventral
olfactory epithelium, at a depth of 50-270 ym from the
external surface of the mucous layer. MCs were recorded in
the anterior part of the bulb where the somata of MCs are
located in a frontal plane (Northcutt and Royce, 1975; Scalia,
1976). The microelectrode was inserted vertically in this
region at a depth of 300-1,200 pm. The bulbar units recorded
were identified as output neurons by means of a collision test
showing that their axons project into the lateral olfactory
tract and therefore are second-order neurons (Duchamp-Viret
et al.,, 1989).

Interspike intervals (ISIs) were measured off-line with a
resolution of 1 ms. All recordings that might have involved
more than one neuron were discarded. An excellent reprodu-
cibility of responses was found in repeated stimulations with
the same odor at the same concentration for 1h or more.
Note however that this time was not long enough to routinely
repeat all stimulations.

For every stimulation the neuron was recorded 30 s before
and after the stimulation onset (Fig. 1A and B). The interval
between two successive stimulations was 2 to 4 min depend-
ing on the stimulus concentration. Four odorants were tested,
anisole, DL-camphor, isoamyl acetate and DL-limonene
(highest purity available, Merck, France). These compounds
were chosen for their efficacy to stimulate ORNs and as
representative of previously identified odorant groups
(Duchamp et al., 1974; Revial et al., 1983; Duchamp and
Sicard, 1984; Sicard and Holley, 1984). The odorants were
delivered as almost square pulses of 2 s duration with pre-
cisely controlled concentrations and time course (rising and
falling time constants, 0.22 and 0.26 s respectively). The
olfactometer (Vigouroux et al., 1988) could deliver 20 different
concentrations, characterized by their relative concentration
index I, each concentration being 1.778 larger than the
previous one (4 concentrations per decade, 10°?°=1.778) in
the range 10°° of saturating vapor (I=1) to 5.62 x 1072 (I=20).
The index of all saturated vapors is [=25.

Throughout this paper, we use the dose scale C=log;oM
with M in mole/L. The molarity Mg,: and corresponding dose
Csat Of the saturated vapors at 22 °C are given in Table 1. The
dose C of a vapor of index I is C=Cgar+(I-25)/4. The difference
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Fig. 8 - Estimation of response frequency. (A) Example of
recorded spike train from RN #521 stimulated with odorant
ANI at concentration 107> mol/L. (B) Kernel-estimated firing
rate A(t) of the spike train shown in A. Each spike in the
recorded spike train (A) is replaced by a kernel function, here
a Gaussian function of standard deviation ¢=200 ms. The
rate function is obtained by taking the sum of all Gaussians.
For example the area under the two overlapping Gaussians
(labeled “2” on the right) is twice the area under the isolated
Gaussian (labeled “1”). (C) Cumulative spike count starting
15 s before stimulus onset. Response is seen as an abrupt
change in the slope of the curve. In all panels the thick bar on
the time axis displays the time and duration of the odorant
stimulation.

in the scales is mainly noticeable for camphor because it is
the least volatile compound, with a vapor ten times less
concentrated than the three other compounds.

The mean value of the strongest applied stimulations was
-6.8logM for camphor and was close to -5.2logM for
limonene, isoamyl acetate and anisole, which shows that
camphor was farther from the physical limit Csor imposed by
vapor saturation (—4.95 log M) than the other odors (-3.8 log
M), for which almost the whole range of stimuli from the
weakest (limited by neuron sensitivity) to the strongest
(limited by the volatility of odorants) was explored.
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4.3. Estimation of firing rate functions using Gaussian
kernel

To determine the probability that a neuron fires an action
potential (or rate function) we used the kernel method which
is an extension of the PSTH method. Beyond technical
advantages, the main feature of this method is that it
integrates all aspects of the neuron responses, not only the
initial excitatory response but also the following silent period
and the eventual final rebound after the silent period. This is
a major difference with our previous studies, which took into
account only the initial excitatory part (Rospars et al., 2003,
2008) or even only the firing rate (Sandstrom et al., 2009).
The spike rate is a function of time A(t) such that the mean
number of spikes in a time interval is equal to the integral of
this function. For small At, A(t)At is the probability of obser-
ving a spike in a short interval close to t. The time varying
rate function was estimated by using the kernel method
which is based on convolution of the spike train with an
appropriate kernel function (Sanderson, 1980; Richmond
et al.,, 1990; Szlics, 1998; Nawrot et al., 1999; reviewed in
Kass et al., 2005). Consider a spike train (prestimulus activity
as well as evoked activity) with spikes occurring at times t,,...,
t,. The estimate of the rate function A(t) is defined as
At)y=YN_,K(t-t;). The Gaussian function of standard devia-
tion ¢ was used as kernel K(t). The method is illustrated in
Figs. 1C and D and 8B. The only free parameter in the method
is the width ¢ of the kernel. Fig. 9 shows how A(t) depends on
¢ in our data. The estimated A(t) was calculated for the

A

summation of all 550 recordings of ORNSs, including all
odorants and doses tested. The only effect of increasing ¢ is
to reduce the fluctuations in A(t). The firing rate of sponta-
neous activity is the same whatever ¢, about 0.5 spike/s. The
peaks corresponding to stimulated activities remain also the
same in height (~3.5 spikes/s) and duration (~5s). For all
studies in the present paper, we chose ¢=200 ms. With this
value, knowing that 95% of the area below a Gaussian curve is
included within +2¢ from the mean, a neuron firing at a
constant rate of 1.25 spikes/s or less (ISI>0.8 s or>4¢) would
yields A(t) formed of almost discrete Gaussian curves; and at a
constant rate of 5 spikes/s or more, it would yield more or less
constant A(t). The rate 5 spikes/s is half the average maximum
firing rate observed for ORNs in Rospars et al. (2003).

4.4. Cumulative spike count

The firing rate function expresses neural activity at a given
time (often called instantaneous firing rate). To compare
neural activity in different time periods it is also convenient
to consider the integral A(t) of the rate function A(t) which is
equivalent to the total number of spikes fired in a selected
period. A(t) is illustrated for a single spike train (Fig. 8C) and
for single record sets (Fig. 1E and F). For easier comparison in
different samples the cumulative spike counts were normal-
ized by dividing by the size of each sample. The firing rate A(t)
(parallel to probability density function) and the cumulative
spike count A(t) (parallel to cumulative distribution function)
give two equivalent and complementary views.
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Fig. 9 - Effect of the width ¢ of the kernel on the estimation of firing rate based on all 550 records of RNs irrespective of odorant
and concentration. Kernel widths: 4 ms (A), 20 ms (B), 100 ms (C) and 500 ms (D). For 6>20 ms the rates estimated are practically

the same but the curve becomes smoother.
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4.5.  Fitting of spike counts to odorant dose
The best fittings of the number N=A(t;)—A(to) of spikes fired in
a given time window (to, t;) were obtained with the alpha

function which can be written as

N(C) = N

é;f?oexp<1—é;:%%>, C=Co 1)
with three parameters: the threshold Co, the maximum Ny at
the dose Cy (Fig. 10). All three parameters were estimated
from data using a nonlinear regression program (nlinfit,
Matlab, The Mathworks, Natick, USA).

The dynamic range of AC of N can be defined as the
distance between C, at which N(C) starts to rise and the dose
at which it crosses downwards a predefined level, e.g. 10% of
its maximum Ny, or a predefined dose, e.g. Csa It can be
shown that at the 10% level the dynamic range is

AC =4.89(Cy—Co) )

This is an intrinsic property of the alpha function that AC
is ~5 times longer than the rising phase Cy—Co, or that the
rising and falling phase are ca. 20% and 80% of AC
respectively.
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Fig. 10 - Alpha function (defined by Eq. (1)) describing the
number of spikes N fired during a fixed time window (5 s in
this example) as a function of dose C=log,;, concentration
(M). (A) Record set RN #361 stimulated with CAM at 7 doses,
same representation as Fig. 4. (B) Alpha function fitted to
spike counts found in A. Threshold Cy, dose Cy at maximum
Nu, dose Cs at 10% of Ny, dynamic range AC=Cs-Cy (obeys
Eq. (2)) and dose Cs,; of the saturating vapor (cross).
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